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Abstract—The accurate prediction of glioma grade before surgery is essential for treatment planning and prognosis. Since the gold
standard (i.e., biopsy) for grading gliomas is both highly invasive and expensive, and there is a need for a noninvasive and accurate
method. In this study, we proposed a novel radiomics-based pipeline by incorporating the intratumoral and peritumoral features
extracted from preoperative mpMRI scans to accurately and noninvasively predict glioma grade. To address the unclear peritumoral
boundary, we designed an algorithm to capture the peritumoral region with a specified radius. The mpMRI scans of 285 patients derived
from a multi-institutional study were adopted. A total of 2153 radiomic features were calculated separately from intratumoral volumes
(ITVs) and peritumoral volumes (PTVs) on mpMRI scans, and then refined using LASSO and mRMR feature ranking methods. The
top-ranking radiomic features were entered into the classifiers to build radiomic signatures for predicting glioma grade. The prediction
performance was evaluated with five-fold cross-validation on a patient-level split. The radiomic signatures utilizing the features of ITV
and PTV both show a high accuracy in predicting glioma grade, with AUCs reaching 0.968. By incorporating the features of ITV and
PTV, the AUC of IPTV radiomic signature can be increased to 0.975, which outperforms the state-of-the-art methods. Additionally, our
proposed method was further demonstrated to have strong generalization performance in an external validation dataset with 65
patients. The source code of our implementation is made publicly available at https://github.com/chengjianhong/glioma grading.git.

Index Terms—Glioma grade, radiomics, intratumoral volumes, peritumoral volumes.
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1 INTRODUCTION

G LIOMAS are the most prevalent primary brain tumors
of the central nervous system, accounting for 80% of

malignant brain tumors in adults [1]. In clinical practice,
treatment decisions usually need to be tailored to the grade
of the tumor diagnosed. Generally, tumors are assigned
World Health Organization (WHO) grades I-IV according to
the aggressiveness of cancerous cells [2]. The WHO further
classifies gliomas into two grades, i.e., low-grade gliomas
(LGGs, grade I and II) and high-grade gliomas (HGGs,
grade III and IV) [1], [2]. Accurate glioma grading is critical
for making treatment options, implementing personalized
therapy, and predicting prognosis and survival time [3], [4],
[5], [6]. At present, the diagnosis of glioma grade is deter-
mined by surgical biopsy or histopathological analysis [1],
[2]. However, this diagnostic method is invasive and limited
for patients who are not suitable for surgery. Therefore, it
is necessary to design a noninvasive and highly accurate
glioma grading system.

Magnetic resonance imaging (MRI) has become a pop-
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ular noninvasive means for radiologists to diagnose brain
tumors over the past few years [7], [8], [9]. Although ex-
perienced radiologists can easily detect tumors from M-
RI sequences by the naked eye, it is difficult to identify
glioma grade due to tumor heterogeneity. Recently, promis-
ing advances have been made using preoperative mul-
tiparametric magnetic resonance imaging (mpMRI) scans
and the radiomics features extracted from these scans for
grading gliomas. For example, Zacharaki et al. developed
a computer-aided diagnosis (CAD) system to differentiate
brain types using support vector machine-recursive feature
elimination (SVM-RFE) [10]. Vamvakas et al. also utilized
the SVM-RFE algorithm to select 21 radiomics features from
mpMRI data for predicting glioma grade and achieved
good performance with leave-one-out cross-validation on
a small number of patient samples [11]. Reza et al. [12]
employed radiomics-based methods and achieved a high
sensitivity of 0.980 but a low specificity of 0.620 on a public
dataset. Based on the same dataset, Cho et al. [13] found
that two shape-based features (i.e., spherical disproportion
and compactness) in intratumoral regions were essential for
grading gliomas and achieved good performance with an
AUC of 0.921. Despite the fact that the previous studies
have made relatively great achievements in distinguishing
HGG from LGG, extracting more valuable radiomic features
to improve the prediction accuracy remains a challenge.
Recently, a multicenter study showed that a high post-
operative residual nonenhancing tumor volume conveyed
a worse prognosis [14]. With the growing understanding
of the prognostic importance of nonenhancing tumors in
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glioblastoma (GBM), some experts have suggested expand-
ing the scope of surgical resection to the nonenhancing
tumors, not only enhancing tumors [15], [16]. These studies
indirectly provide the possibility of improving accuracy by
using nonenhancing tumors for grading gliomas.

However, the existing radiomics-based methods main-
ly focus on the intratumoral tumors and ignore the role
of the peritumoral environment in the study of glioma
grading [10], [13]. Significant clinical evidence [17] sug-
gests that the heterogeneity of GBM is not limited to the
tumor margins but also involves the peritumoral region,
where approximately 90% of patients with GBM experience
recurrence [18]. Another clinical study revealed that the
interaction between specific cells (such as glioma cells, neu-
roglia, or vascular endothelial cells) and molecular events
in the peritumoral region may contribute to hypoxia, angio-
genesis, and tumor infiltration, ultimately leading to poor
survival in GBM [19]. Therefore, the peritumoral environ-
ment of tumors is also promising and may provide valuable
information for the clinical evaluation of the invasive bio-
logical behaviors of tumors [18], [20]. Recently, there have
been some promising studies combining the peritumoral
and intratumoral radiomic features to identify the intrinsic
molecular subtypes of HER2+ breast cancers [21], predict
response to chemotherapy [22] and lymph node metasta-
sis [23] in lung adenocarcinoma, and distinguish adenocar-
cinomas from granulomas [24]. Researchers also found that
peritumoral edema was closely related to the prognosis of
glioma patients [25], [26]. Therefore, extracting and fusing
the peritumoral and intratumoral features is a promising
approach that provides an idea for glioma grading and may
further improve the diagnosis or prediction performance of
glioma grading.

Numerous deep learning-based studies have exhibited
the potential for grading gliomas on medical images. Xiao
et al. [27] used the features extracted from a pretrained
deep learning model based on ImageNet in conjunction
with conventional radiomic features to build a radiomic
signature, the performance of which transcends that of the
model solely based on radiomic or deep learning features.
Similarly, the concept of deep transfer learning was adopted,
and Deepak et al. and Yang et al. fine-tuned a pretrained
GoogLeNet to extract features from brain MRI images for
differentiating tumor types [28] and tumor grades [29], re-
spectively. Yang et al. [29] achieved good performance with
an AUC of 0.968 for grading gliomas in 131 private patients,
outperforming the performance of GoogLeNet trained from
scratch. Additionally, Milan et al. [30] designed a CAD sys-
tem consisting of a fully automatic segmentation network
to extract the glioma followed by grading using a 3D con-
volutional neural network. The encouraging performance of
these deep learning-based methods is attributed to a large
number of training samples, but it is widely regarded as a
black-box lacking satisfactory interpretability [31], [32], [33],
[34].

Based on the ideas mentioned above, we apply the
promising radiomics-based approach combined with differ-
ent machine learning methods to noninvasively characterize
the glioma grade by using intratumoral and peritumoral ra-
diomic features extracted from preoperative mpMRI scans.
Our main contributions are summarized as following:

1) We designed an algorithm to capture the peritu-
moral region with a specified radius. This algorithm
is implemented and seamlessly embedded into the
PyRadiomics toolbox [35] for extracting peritumoral
features.

2) We proposed a novel radiomics-based pipeline by
incorporating the intratumoral and peritumoral fea-
tures extracted from preoperative mpMRI scans to
accurately and noninvasively predict glioma grade.

3) We evaluated our proposed method on the Multi-
modal Brain Tumor Segmentation Challenge (BraT-
S) 2017 dataset and investigated the predictive per-
formance of radiomic signature based on intratu-
moral features, peritumoral features and their com-
binations.

4) We further validated our proposed method on an
external validation dataset and presented the ra-
diomic features with high predictive performance,
which may provide new imaging biomarkers for
grading gliomas.

The remainder of this paper is organized as follows.
Materials and methods are introduced in Section 2. Experi-
ments and results are presented in Section 3. A discussion of
our works is provided in Section 4. Finally, a brief conclusion
to this study is provided in Section 5.

2 MATERIALS AND METHODS

In this section, we first introduce the data used in this
study as well as the preprocessing methods. Then, we
define intratumoral and peritumoral VOIs and introduce
their segmentation algorithms. Moreover, the extraction of
radiomic features, feature selection and classifier modeling
are described in detail. Finally, the metrics used for evalu-
ating are provided. The overall workflow of this study is
shown in Fig. 1.

2.1 Data and preprocessing

The current study data was derived from the BraTS chal-
lenge. We used the data from BraTS 2017 training dataset
to investigate glioma grading. The BraTS 2017 training
dataset [36], [37], [38] comprises 285 preoperative mpMRI
scans of patients with gliomas (210 HGGs and 75 LGGs)
and is primarily derived from two subsets of The Cancer
Genome Atlas (TCGA), i.e., the TCGA-GBM collection [39]
and TCGA-LGG collection [40]. Additionally, we reorga-
nized 65 preoperative mpMRI scans of patients with gliomas
(48 HGGs and 17 LGGs) from a portion of BraTS 2019
dataset [36], [37], [38] as an external validation dataset. Of
these datas, 48 HGGs and 1 LGG are derived from the
BraTS 2019 training dataset, and the remaining 16 LGGs
are derived from the BraTS 2019 validation dataset. We

TABLE 1: Summary of the dataset used in this study.

No. of patients BraTS 2017 External validation

HGG 210 (73.68%) 48 (73.85%)
LGG 75 (26.32%) 17 (26.15%)
Total 285 65
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Fig. 1: Overall workflow of the entire study. A) MRI and VOI definition. mpMRI scans including FLAIR, T1, T1Gd, and
T2 were used in this study. Two intratumoral volumes of interest on each MRI are defined as nonenhancing tumor (NET)
and tumor core (TC), and the peritumoral volumes of interest on each MRI are defined as peritumor volumes (PTV, 5 mm
around tumor core) and peritumoral edema(PED). B) Extraction of radiomic features. A total of 2153 radiomic features are
calculated from each VOI on the mpMRI scans. C) Model training. The top-ranking radiomic features are determined by
the LASSO and mRMR feature ranking methods and are entered into the classifiers to build radiomic signatures for glioma
grading. D) Performance evaluation. The performance of radiomic signatures is measured by AUC, accuracy, specificity,
and sensitivity.

confirm that there is no overlap between the BraTS 2017
training dataset and the external validation dataset. All of
them are publicly available in The Cancer Imaging Archive
(TCIA) and BraTS challenge. The summary of the dataset
used in this study is summarized in Table 1. Each subject has
four modalities: T1-weighted (T1), postcontrast T1-weighted
(T1Gd), T2-weighted (T2) and T2 fluid-attenuated inver-
sion recovery (FLAIR) volumes. To overcome the influence
among patients, all preoperative mpMRI scans were first
reoriented to the LPS (left-posterior-superior) coordinate
system, coregistered to the same T1 anatomical template,
resampled into a uniform isotropic voxel size of 1 mm × 1
mm × 1 mm, and skull-stripped using the brain extraction
tool [37].

2.2 VOI definition and segmentation
According to the clinical studies, the BraTS organizers have
delineated three volumes of interest (VOIs), i.e., the enhanc-
ing part of the tumor core (ET), the necrotic (fluid-filled)
and nonenhancing part of the tumor core (NET), and the
peritumoral edema (PED) [37]. In terms of appearance, ET
shows hyperintensity in T1Gd compared with T1 scans.
In contrast, the appearance of necrosis (NCR) and NET
presents hypointense in T1Gd compared to T1 scans. Ad-
ditionally, PED is described by hyperintense signal in the
FLAIR scan. In the BraTS 2017 dataset, manual annotations
of these VOIs were performed using a computer-aided
segmentation approach with domain experts [39], [40]. In
the external validation dataset, the VOIs of 48 HGGs and 1

LGG were annotated using the above method, and those of
the remaining 16 LGGs were firstly extracted using DMFNet
which performed well in the glioma segmentation task [41].
Then, these VOIs were further manually corrected and
annotated by a radiologist with eight years of experience.
Finally, the labels given in each scan are 1 for NCR and NET,

Axial Sagittal

Coronal

PED

NET

ET

Fig. 2: A segmentation diagram on an axial, sagittal and
coronal view of the T1Gd volume. PED denotes the peritu-
moral edema, NET denotes a nonenhancing tumor and ET
denotes an enhancing tumor. The combination of NET and
ET forms TC.
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Algorithm 1 Calculating the image and mask of the peritu-
moral volume.
Input: The original 3D medical image I , and the corresponding

tumor core mask Mtc; the region outside of the tumor core
with radial distances of r mm.

Output: The image and mask of the peritumoral volume with
a size of r, Pr , MP .

1: Defining a structural element B with a specified size and
shape; the size is equal to 2r + 1, and the shape can be
chosen for different types, such as the rectangular, cross,
and ellipse.

2: Compute the number of slices of the original image mask
in the axial direction n.

3: for i← 1 to n do
4: Md[:, :, i] ← Mtc[:, ; , i]

⊕
B // morphological operation

of dilation;
5: end for
6: The mask of peritumoral volume: Mp ←Md −Mtc;
7: Pr = I

⊙
MP // matrix dot product operation;

8: return Pr , MP .

2 for PED, 4 for ET, and 0 for everything else [37], [38]. How-
ever, according to statistics, some patients,especially LGG
patients, do not have enhancing tumors on MRI images.
Fig. 2 shows a segmentation diagram of the T1Gd volume.
To comprehensively investigate the effect of intratumoral
volumes (ITVs) on grading gliomas, we define the following
two VOIs based on existing annotations.

1) The tumor core (TC) region includes all intratu-
moral structures except edema (i.e., label 1 and label
4).

2) The nonenhancing tumor (NET) region only con-
tains the nonenhancing tumor structure (i.e., label
1).

Additionally, we hypothesize that the radiomic features
from the peritumoral region are associated with glioma
grade. Beacuse the peritumoral boundaries are unclear and
difficult to differentiate with morphologic imaging, obtain-
ing the mask and size of the peritumoral volumes (PTVs) is a
challenge. To address this problem and investigate the effect
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Fig. 3: Peritumoral region segmentation with various in-
tervals (up to 5mm) from which radiomic features are
extracted. This region is an annular ring.

of PTV on grading gliomas, we developed a method to cap-
ture the volumes outside the tumor core at intervals of 1mm
up to a maximum radial distance of 5mm. More specifically,
we used each volume and the corresponding tumor core
mask to generate the peritumoral masks via morphological
image processing operations. The calculation procedure of
PTV is described in Algorithm 1. A schematic diagram of the
different sizes of PTVs is shown in Fig 3. Therefore, there are
five PTVs in conjunction with the peritumoral edema (PED)
mentioned above that are considered for evaluation to find
the optimal peritumoral radiomic signature.

2.3 Extraction of radiomic features
The feature extraction of VOIs is critical in radiomics and
determines whether important biomarkers can be found.
In this study, both intratumoral and peritumoral radiomic
features were extracted using the PyRadiomics toolbox [35],
an open-source python software package for extracting
radiomic features from medical images. For the features
extracted from PTVs, we first developed the preprocess-
ing program for the peritumoral masks as described in
Algorithm 1 and seamlessly embedded it into the PyRa-
diomics toolbox. To mine rich and valuable radiomic fea-
tures, we first preprocessed each intratumoral and peritu-
moral VOI on each MRI image using the methods based
on six intensity transformations (i.e., original no filtering,
square filtering, square root filtering, logarithm filtering,
exponential filtering and gradient filtering), Laplacian of
Gaussian (LoG) filters with five different sigma values,
wavelet filters with eight decompositions, and local bi-
nary pattern (LBP) filters with four settings [42], [43].
Then, we quantified the features by the following seven
feature categories: features based on first order statistics
(19 features), 2D and 3D Shape (26 features), Gray Lev-
el Co-occurrence Matrix (GLCM, 24 features), Gray Lev-
el Run Length Matrix (GLRLM, 16 features), Gray Lev-
el Size Zone Matrix (GLSZM, 16 features), Neighboring
Gray Tone Difference Matrix (NGTDM, 5 features) and
Gray Level Dependence Matrix (GLDM, 14 features). The
detailed radiomics extraction methodology can be found
at https://pyradiomics.readthedocs.io/en/latest/. Eventu-
ally, 2153 quantitative radiomic features were extracted from
each VOI. A schematic diagram of the features extracted
from each VOI is shown in Fig. 1B.

2.4 Feature selection and classifier modeling
For intratumoral and peritumoral radiomics features, we
first normalized all features by subtracting the mean and
scaling to unit variance, which is beneficial to make the
range of each feature relatively uniform and avoid assigning
a lower or greater weight to some features. This method is
referred to as z-score normalization and can be found in
other works [13], [23]. Then, we removed the features where
the variance is close to zero in the training data.

For the intratumoral radiomics study, we first used the
least absolute shrinkage and selection operator (LASSO)
regression method which has been proven to be suitable
for the regression of high-dimensional data [44] to select
the most useful and predictive combination of features for
each modality. The LASSO mathematically consists of a
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linear model with the `1-norm, and its objective function
is defined by (1). The optimal parameter configuration in
LASSO is determined using the smallest error in five-fold
cross-validation on the training data. After L1 regulariza-
tion, the coefficients of most radiomic features are equal
to zero, and the remaining nonzero coefficient radiomic
features are used as the optimal combination of features.
However, for multimodality, we first fused the optimal
features from each modality and then used the minimum
redundancy maximum relevance (mRMR) algorithm [45] to
eliminate redundant features. The mRMR finds the optimal
feature combination by encouraging maximum relevance
while removing minimum redundant features, which can
be described by (2).

L = min
w

1

2m
||Xw − y||22 + α||w||1, (1)

Φ(X, c) = max

[
1

|X|
∑

xi∈X,c∈y

I(xi; c)−
1

|X|2
∑

xi,xj∈X

I(xi, xj)

]
,

(2)
wherem is the number of samples, α is a constant and ||w||1
is the `1-norm of the coefficient vector. X indicates the total
feature set, y is the category of glioma grade, I represents
mutual information, xi and xj are the individual features.

Then, the top-ranking radiomic features were entered
into the classifiers to build radiomic signatures for predict-
ing glioma grade. To reduce overfitting, we used five-fold
cross-validation on a patient-level split to randomly divide
the dataset into five subsets, four of which were used for
training the classifiers, and the remaining subset was used
for testing. Due to our imbalanced data, a synthetic minor-
ity oversampling technique (SMOTE) [46] was adopted in
the training data to generate synthetic samples from the
LGG category and obtain a synthetically class-balanced or
nearly class-balanced training set, which is beneficial for
model building. The classifiers were trained only using the
training fold, and the testing fold was used to evaluate
their performance. To investigate the effectiveness of the
selected features, four classifiers, namely, logistic regression

TABLE 2: The average performance results of nonenhancing
tumor volumes on each MRI scan using various classifiers.

Scan Classifier AUC Accuracy Specificity Sensitivity

FLAIR

LR 0.938 0.874 0.851 0.881
RF 0.948 0.919 0.851 0.943

SVM 0.926 0.863 0.819 0.876
XGB 0.937 0.881 0.782 0.915

T1

LR 0.939 0.870 0.785 0.895
RF 0.956 0.916 0.842 0.943

SVM 0.925 0.870 0.763 0.905
XGB 0.943 0.898 0.819 0.927

T1Gd

LR 0.955 0.902 0.851 0.921
RF 0.958 0.916 0.823 0.947

SVM 0.956 0.902 0.834 0.926
XGB 0.957 0.923 0.840 0.952

T2

LR 0.945 0.891 0.854 0.903
RF 0.955 0.916 0.817 0.953

SVM 0.935 0.877 0.819 0.893
XGB 0.953 0.905 0.797 0.944

(LR) [47], support vector machine (SVM) [48], random forest
(RF) [49] and XGBoost (XGB) [50], were adopted in this
study. Radiomic signatures based on ITVs and PTVs were
built on different VOIs and modalities. In addition, the
optimal intratumoral and peritumoral radiomic features on
multimodality were combined together to generate an intra-
tumoral and peritumoral volume (IPTV) radiomic signature
using the same method mentioned above.

2.5 Performance evaluation
To fairly evaluate the predictive performance of the radiom-
ic signatures, we performed the glioma grading experiments
on mpMRI images using intratumoral, peritumoral and
combined radiomic features, respectively. Receiver operat-
ing characteristic (ROC) curve analysis was performed, and
the area under the curve (AUC) value of the ROC curve
was calculated to evaluate the predictive performance of the
models. Accuracy, sensitivity, and specificity metrics were
also used to measure the performance and are computed
by (3-5), respectively. In particular, the positive case in our
experiment is HGG. Since we use five-fold cross-validation
in this study, the procedures of feature selection, classifier
modeling and model evaluation are performed five times.
Thus, the results on all metrics we report are presented by
an average value of five sets of measures.

Accuracy =
TP + TN

TP + FP + TN + FN
, (3)

Sensitivity =
TP

TP + FP
, (4)

Specificity =
TN

TN + FP
, (5)

where TP is true positives, FP is false positives, TN is true
negatives and FN is false negatives.

3 EXPERIMENTS AND RESULTS

In this section, we will perform three experiments on the
BraTS 2017 dataset to evaluate the predictive performance

TABLE 3: The average performance results of tumor core
volumes on each MRI scan using various classifiers.

Scan Classifier AUC Accuracy Specificity Sensitivity

FLAIR

LR 0.836 0.779 0.713 0.803
RF 0.852 0.790 0.642 0.841

SVM 0.837 0.754 0.721 0.777
XGB 0.855 0.807 0.698 0.845

T1

LR 0.741 0.716 0.591 0.769
RF 0.791 0.751 0.514 0.825

SVM 0.740 0.729 0.562 0.845
XGB 0.781 0.726 0.503 0.799

T1Gd

LR 0.914 0.888 0.778 0.922
RF 0.937 0.888 0.769 0.927

SVM 0.899 0.870 0.749 0.907
XGB 0.925 0.898 0.827 0.921

T2

LR 0.858 0.814 0.743 0.842
RF 0.894 0.849 0.732 0.887

SVM 0.851 0.800 0.685 0.842
XGB 0.888 0.832 0.743 0.866
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of glioma grading on mpMRI images, compare our stud-
ies with five other state-of-the-art approaches, and then
verify the generalization performance using an external
validation dataset. Our whole experimental procedure was
implemented on an Intel (R) Core (TM) 16.0 GB RAM CPU
@ 3.2.0 GHz processor with a 64-bit operating system, and
the software environment is based on Python 3.6 (http-
s://www.python.org).

3.1 Intratumoral radiomics to discriminate glioma
grade
For a single MRI scan, the significant radiomic features
chosen from the LASSO feature selection algorithm on each
fold were used to build radiomic signatures using four clas-
sifiers. Tables 2 and 3 list the AUC and other measurements
of the four classifiers of nonenhancing tumor and tumor
core volumes in each MRI scan, respectively. We can see
that the study of nonenhancing tumors on each modality
can better distinguish glioma grade compared to the tumor
core volume, and random forest performs better than the
other three classifiers with respect to most measurements.
Moreover, the performance of each classifier on the T1Gd
scan is almost better than that of the other MRI scans, which
means that the glioma grading can be identified with higher
accuracy from the T1Gd scan.

To further improve the prediction accuracy, glioma grad-
ing based on mpMRI scans was performed. The top 20
radiomic features produced by the mRMR algorithm from
the above significant radiomic features on each MRI scan
were used to build a mpMRI scan-based radiomic signature.
Tables A.1 and A.2 present the most important radiom-
ic features in nonenhancing tumor and tumor core vol-
umes, respectively. These important features appear at least
three times in five-fold cross-validation. In the nonenhanc-
ing tumor study, the gray level nonuniformity normalized
(GLNN) feature of GLSZM processed by the 3D LBP filter,
which indicates the variability of gray-level intensity values
in the image, is frequently represented among the mpMRI
scans. The next most efficacious features are the dependence
variance of the GLDM processed by the exponential filter
and the mean of the first-order processed by the 2D LBP fil-
ter. However, for the tumor core, one of the most important
features is the skewness of the first-order processed by the
square filter, which measures the asymmetry of the distri-
bution of voxels about the mean voxels. Other significant
features are listed in Table A.2.

TABLE 4: The average performance results of nonenhancing
tumor and tumor core volumes on mpMRI scans using
various classifiers.

VOI Classifier AUC Accuracy Specificity Sensitivity

NET

LR 0.948 0.895 0.885 0.902
RF 0.968 0.930 0.856 0.958

SVM 0.947 0.881 0.817 0.911
XGB 0.963 0.930 0.866 0.953

TC

LR 0.909 0.860 0.801 0.881
RF 0.943 0.891 0.805 0.924

SVM 0.906 0.863 0.792 0.890
XGB 0.937 0.863 0.720 0.915

By using the top 20 features in each fold, the highest av-
erage AUC of 0.968 in five-fold cross-validation is obtained
by using the random forest classifier on nonenhancing tu-
mors. The other performance metrics were an accuracy of
93.0%, a specificity of 85.6%, and a sensitivity of 95.6%.
However, for the tumor core, its best performance is not
as good as that of the nonenhancing tumor. Table 4 lists the
performance metrics of the other classifiers on both nonen-
hancing tumor and tumor core volumes. Fig. 4 displays
the mean receiver operating of characteristic curves and the
distribution of radiomic signature scores for nonenhancing
tumor and tumor core volumes. The Fig. 4c and Fig. 4d
illustrate that the denseness of the signature score in the
nonenhancing tumor is better than that in the tumor core.
Therefore, the radiomic features from the nonenhancing
tumor are more predictive than that from the tumor core
and can be used as imaging biomarkers of glioma grading
in intratumoral radiomics.

3.2 Peritumoral radiomics to discriminate glioma grade

In the peritumoral radiomics studies, the most predictive
features based on mpMRI scans were found to be within
an immediate distance of 1 mm from the tumor core. The
random forest classifier also reached the highest AUC of
0.968 in five-fold cross-validation, which suggests that the
peritumoral microenvironment is as essential as the intra-
tumoral nonenhancing tumor for grading gliomas. Table 5
shows the quantitative results of five peritumoral volumes
in conjunction with peritumoral edema and Fig. 5 presents
the corresponding trend curves of each classifier in all
measurements.

TABLE 5: The average performance results of the PTVs and
PED radiomic signatures on mpMRI scans using various
classifiers.

VOI Classifier AUC Accuracy Specificity Sensitivity

1 mm

LR 0.929 0.895 0.833 0.920
RF 0.968 0.919 0.862 0.942

SVM 0.930 0.898 0.814 0.930
XGB 0.962 0.916 0.867 0.937

2 mm

LR 0.930 0.895 0.827 0.924
RF 0.951 0.909 0.835 0.938

SVM 0.924 0.891 0.777 0.937
XGB 0.953 0.912 0.848 0.937

3 mm

LR 0.947 0.898 0.853 0.920
RF 0.945 0.902 0.822 0.933

SVM 0.942 0.891 0.830 0.921
XGB 0.938 0.888 0.781 0.928

4 mm

LR 0.893 0.821 0.803 0.828
RF 0.892 0.814 0.785 0.827

SVM 0.894 0.825 0.831 0.821
XGB 0.888 0.828 0.847 0.860

5 mm

LR 0.891 0.772 0.820 0.746
RF 0.865 0.786 0.720 0.801

SVM 0.891 0.772 0.820 0.745
XGB 0.873 0.839 0.743 0.867

PED

LR 0.921 0.873 0.816 0.890
RF 0.935 0.894 0.777 0.929

SVM 0.923 0.870 0.774 0.900
XGB 0.933 0.898 0.805 0.922
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As shown in Table 5 and Fig. 5, both the logistic re-
gression and support vector machine classifiers have similar
trends in all measurements, achieving a better performance
at 3 mm. However, the best diagnostic performance of
the two classifiers based on ensemble learning, random
forest and XGBoost achieved AUCs of 0.968 and 0.962 at 1
mm, respectively. The performance of both two peritumoral
volumes (1mm and 3mm) is better than that of peritumoral
edema. Table A.3 lists the most important radiomic features
appearing at least three times from five-fold cross-validation
in the peritumoral volume within 1 mm. In FLAIR and
T2 scans, the gray level nonuniformity (GLN) of GLSZM
preprocessed by an exponential filter reflects the strong
similarity of gray-level intensity values in the glioma grade
category. Meanwhile, the features preprocessed by the 3D
LBP filter are frequently represented in T1Gd scans, which
means that LBP is an effective method for feature mining
and can be found in brain tumor detection [51].

3.3 Combined intratumoral and peritumoral radiomics
to distinguish glioma grade
To improve the predictive performance, we further investi-
gated the diagnostic ability of predicting glioma grade by
combining intratumoral and peritumoral radiomics. More
precisely, the features from mpMRI scans in intratumoral
nonenhancing tumor and peritumoral 1 mm volumes were
used to build an IPTV radiomic signature. Likewise, the
top 20 radiomic features produced by the mRMR algorithm
in each fold and the most important nine features from
five folds are listed in Table A.4. Of these features, five
are from the intratumoral volume, three from the peritu-
moral volume, and one is from both the intratumoral and
peritumoral volumes. The features based on the 3D LBP
filter dominate all the selected important features, as do the
features extracted from the T1Gd scan.

Table 6 shows the quantitative results of the IPTV ra-
diomic signatures on mpMRI scans using various classifiers.
Fig. 6 displays the corresponding mean receiver operating
of characteristic curves and the distribution of IPTV ra-
diomic signature scores between the HGG and LGG gloups.
Fig. 7 presents a histogram of the AUC of each classifier
of intratumoral nonenhancing tumor volume, peritumoral 1
mm volume, and their combination. The quantitative results
and visual analysis show that the performance of the IPTV

0.80

0.84

0.88

0.92

0.96

1.00

LR RF SVM XGB

A
U
C

Method

Intratumor Peritumor Combined

Fig. 7: Histogram of the AUC of each method for the intratu-
moral volume, peritumoral volume and their combination.

radiomic signatures is better than that of the individuals in
each classifier. Generally, the ensemble learning-based clas-
sifiers (RF and XGB) outperform the linear-based classifiers
(LR and SVM) in terms of most measurements. Although
the random forest classifier is comparable to the XGBoost
classifier in terms of accuracy and specificity, it achieves the
best AUC with a value of 0.975. The other improvements
were an accuracy of 94.0%, a specificity of 87.1% and a
sensitivity of 96.7%.

TABLE 6: The average performance results of the IPTV ra-
diomic signatures on mpMRI scans using various classifiers.

Region Classifier AUC Accuracy Specificity Sensitivity

NET+1mm

LR 0.952 0.898 0.892 0.901
RF 0.975 0.940 0.871 0.967

SVM 0.948 0.888 0.901 0.885
XGB 0.966 0.940 0.871 0.965

3.4 Comparison with other works
To verify the superiority of our studies, we compared our
works with the other state-of-the-art works [12], [13], [27],
[52], [53] based on radiomics in the last two years. Since the
works [12], [13], [27] are based on the same dataset, their re-
sults are referred to directly. Moreover, we implemented the
experimental procedures in references [52] and [53] based
on the BraTS 2017 training dataset. The comparison results
are listed in Table 7 and our results are shown in the last
three rows. Notably, the performance of our work based on
intratumoral radiomics significantly outperforms that of the
other works, which shows that nonenhancing tumors in in-
tratumoral volume have a better ability to distinguish high-
grade gliomas from low-grade gliomas than other VOIs.
Our work based on peritumoral radiomics has also shown
competitive results. More importantly, the combination with
intratumoral and peritumoral radiomics achieves the state-
of-the-art performance.

TABLE 7: Experimental results of the other state-of-the-art
comparison approaches and our proposed methods on the
BraTS 2017 dataset.

Method AUC Accuracy Specificity Sensitivity

Reza et al. [12] 0.880 0.880 0.620 0.980
Cho et al. [13] 0.921 0.888 0.733 0.943
Xiao et al. [27] 0.942 0.909 0.827 0.929
Bi et al. [52] 0.915 0.884 0.804 0.911
Cui et al. [53] 0.934 0.884 0.739 0.940
Intratumoral Radiomics
(this study) 0.968 0.930 0.856 0.958

Peritumoral Radiomics
(this study) 0.968 0.919 0.862 0.942

Intra- and Peritumoral
Radiomics (this study) 0.975 0.940 0.871 0.967

3.5 External validation
To further validate our methods, we performed the external
validation experiments based on 65 patients mentioned in
Section 2. More specifically, we used BraTS 2017 dataset as
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c) d)

a) b)

Fig. 4: Predictive performance of the ITV radiomic signature using five-fold cross-validation on mpMRI scans. a) and b) are
the mean receiver operating characteristic curves of the nonenhancing tumor and tumor core volumes, respectively. c) and
d) are the radiomic signature scores between the HGG and LGG gloups of nonenhancing tumor and tumor core volumes,
respectively.
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Fig. 5: Comparison of performance using various methods for five PTVs in conjunction with PED.
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a) b)

Fig. 6: Predictive performance of the IPTV radiomic signature using five-fold cross-validation on mpMRI scans. a) The mean
receiver operating characteristic curves of combining with nonenhancing tumor and peritumoral 1 mm volumes. b) The
IPTV radiomic signature score between the HGG and LGG groups combined with nonenhancing tumor and peritumoral 1
mm volumes.

the training set, chose random forest as the classifier, and
build ITV, PTV and IPTV radiomic signatures based on their
respective imaging biomarkers (see Tables A.1, A.3 and A.4).
Then, we used 65 patients as a testing set to validate the
performance of three radiomic signatures. The validation
results of three radiomic signatures are presented in Table 8.
The results show that the performance of ITV radiomic
signature is better than that of PTV radiomic signature
in terms of all measurements. By combining intratumoral
and peritumoral radiomic features, IPTV radiomic signature
achieves a better predictive performance with an accuracy
of 95.4%, a specificity of 82.4%, and a sensitivity of 100%.
It is noticed that although the AUC of the IPTV radiomic
signature is more moderate than that of the ITV radiom-
ic signature, IPTV radiomic signature has better accuracy,
specificity and sensitivity. Therefore, our proposed IPTV
radiomic signature has a strong generalization performance.

TABLE 8: Experimental results of three radiomic signatures
on external validation dataset.

Signature Accuracy Specificity Sensitivity AUC

ITV 0.923 0.765 0.979 0.961
PTV 0.877 0.765 0.917 0.856
IPTV 0.954 0.824 1.000 0.933

4 DISCUSSION

As an integral part of treatment options, personalized thera-
py, and prognosis prediction, accurate glioma grading from
preoperative mpMRI scans, which is noninvasive and in-
expensive, has attracted the attention of medical workers
and researchers. They have focused on radiomics since
2012 [54], which has emerged as a promising machine
learning method to extract biomarkers from medical im-
ages for grading gliomas. Most of the prior investigations

involving intratumoral radiomics focus on the whole tu-
mor, tumor core and enhancing tumor region, but their
prediction accuracy remains to be improved. In this study,
we investigated the ability of radiomic features extracted
from the nonenhancing tumor and peritumoral volumes of
glioma on preoperative mpMRI scans to distinguish high-
grade gliomas from low-grade gliomas.

We found that the intratumoral nonenhancing tumor
plays an important role in predicting glioma grade and
that its predictive performance exceeds that of other parts
of the intratumoral area. Clinical studies have also shown
that nonenhancing tumors are highly associated with the
overall survival and prognosis of patients [14], [16]. There-
fore, the intratumoral radiomic features from nonenhancing
tumors may be used as imaging biomarkers for grading
gliomas. Notably, the gray level nonuniformity normalized
feature of the 3D LBP filter is frequently represented among
the mpMRI scans, which indicates that there is a greater
difference in gray-level intensity values between the high-
grade gliomas and low-grade gliomas on mpMRI scans
after processing by the 3D LBP filter. The dependence
variance measures the variance in gray level dependence
size in mpMRI images. This feature from the T1Gd scan
preprocessed by an exponential filter plays an important
role in predicting glioma grade. The mean feature of the
first-order from the T1Gd preprocessed by the 2D LBP filter
is the average gray level intensity within the nonenhancing
tumor volumes, which is also critical to glioma grading.
Other features from nonenhancing tumor region that play
a positive role in predicting glioma grade can be found in
Table A.1.

Another important contribution is that we designed an
algorithm to quantitatively calculate features from the peri-
tumoral region with unclear boundaries. We found that the
classifiers have a highly predictive performance for grading
gliomas in the immediate vicinity of 1 mm up to 3 mm
outside the tumor core (see Table 5). Especially in the imme-
diate vicinity of 1 mm, the best predictive performance is
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comparable to that of the intratumoral nonenhancing tumor
in terms of the AUC, with a value of 0.968 (see Tables 4
and 5). Similarly, imaging biomarkers based on 3D LBP
filters also occur at high frequencies. The correlation features
based on square and wavelet filters from T1Gd show the
linear dependency of gray level values on their respective
voxels in the GLCM. Most notably, we incorporated the
most important radiomic features in the intratumoral and
peritumoral volumes, and the best predictive ability of the
IPTV signature reached an average AUC of 0.975, compared
with an AUC of 0.968 for ITV (nonenhancing tumor vol-
umes) and PTV (peritumoral 1 mm volumes) alone (see
Tables 4, 5 and 6).

The majority of radiomic methods used in grading
gliomas have focused solely on whole tumor or tumor core
texture analysis and shape features from preoperative mpM-
RI scans [10], [11], [12], [13], [27], [52], [53]. To specifically
distinguish high-grade gliomas from low-grade gliomas, a
study used radiomic features from conventional MRI scans
and advanced images (such as DWI, DTI, DSCE, and 1H-
MRS, etc) to build a radiomic signature, which achieved
an AUC of 0.955 [11]. However, their study utilized only
40 patients from a single site, and their conclusion could
be potentially biased. Another study used an intratumoral
radiomics-based method with molecular features to obtain
an accuracy improvement from 0.83 to 0.86 in the TCIA
dataset [12]. Cho et al reported that shape-based feature
(such as spherical disproportion, compactness) from the
intratumoral region were important for determining glioma
grade, and their radiomic signature achieved a high sen-
sitivity of 0.943 but had a low specificity of 0.733 [13].
Unlike previously reported features [13], our radiomic fea-
ture selection method does not choose shape-based features,
but chooses first-order and texture features in our studies,
suggesting that these radiomic features have a more predic-
tive performance in grading gliomas than the shape-based
features. Moreover, we used an external validation dataset
to further validate and evaluate the performance based on
the important radiomic features shown in Table A.4. The
IPTV radiomic signature achieves a strong generalization
performance with an AUC of 93.3%, an accuracy of 95.4%, a
specificity of 82.4%, and a sensitivity of 100% (see Table 8).
This result further demonstrates that the radiomic features
we report have a strong predictive performance and can be
used as imaging biomarkers to distinguish glioma grade.

The majority of deep learning-based methods [29], [30]
also have strong predictive performance and are comparable
to the traditional radiomics-based approaches, but these
methods have limited ability to explain the deep features
with neither a set of diagnostic plans nor an insight into
the results [55]. Although the deep learning approaches are
still difficult to convince, their superiority and predictive
performance are amazing. These methods do not require
the doctor or radiologist to specify a priori features but
can implicitly learn the abstract features associated with the
problem of radiomics research. Compared with traditional
radiomic methods, deep learning usually requires a large
number of training samples to train a model with many
hyperparameters. We intend to undertake this promising
and meaningful research in our next work.

Although our study provides insights into the applica-

tion of radiomics in computer-aided diagnosis, this study
has several limitations. Firstly, our research was based on
two public datasets derived from a multi-institutional seg-
mentation task, which may have a certain bias in select-
ing patients. In future work, independent validation data
from multiple sources will be used to verify whether the
radiomic signature can be generalized to other institutions.
Secondly, the feature selection scheme used in this study is
a standalone procedure for the following classifier learning,
which may lead to the suboptimal problem. The embedded
feature selection method and more advanced method such
as disentangled representation [56] will be studied in the
future, because they can simultaneously integrate modeling
with feature selection for a better coordination. Thirdly, only
four MRI scans were used in this study. Some advanced
parametric MRI scans (such as DTI [11] and ADC [57]),
histology images, and genomic data have shown strong
potential in glioma studies, but the combination of these
data is unclear. Finally, our study only focused on the
classification of high- and low-grade glioma. Future studies
should explore more advanced methods for the relationship
between tumor grades (WHO grades I-IV) and other genetic
mutations (e.g., IDH mutation [58], 1p/19q codeletion [59])
based on multisource heterogeneous data.

5 CONCLUSION

In conclusion, we proposed a novel radiomics-based
method that uses the radiomic features extracted sepa-
rately from the intratumoral nonenhancing tumor volumes
and peritumoral volumes on preoperative mpMRI scans
to accurately and noninvasively predict glioma grade. Our
proposed method was evaluated and validated on the BraTS
2017 dataset and an external validation dataset. Quantitative
results show that combining intratumoral features with
peritumoral features can improve the predictive ability of
the classifier to differentiate glioma grade and may play a
greater role in computer-aided diagnosis.

APPENDIX A
SIGNIFICANT RADIOMIC FEATURES
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TABLE A.1: Significant radiomic features from five-fold
cross-validation in the nonenhancing tumor volumes.

No. Feature name Times Modality

1 lbp-3D-k glszm GrayLevelNon
UniformityNormalized 10 T1Gd(2)∗,T2(3)∗,

FLAIR(4)∗,T1(1)∗

2 exponential gldm Dependence
Variance 5 T1Gd(4)∗,T1(1)∗

3 lbp-2D firstorder Mean 5 T1Gd

4 lbp-3D-k gldm DependenceNon
UniformityNormalized 4 T2

5 log-sigma-1-0-mm-3D firstorder
Skewness 4 T1Gd

6 square glcm Imc1 4 T1Gd

7 exponential glrlm LongRunLow
GrayLevelEmphasis 3 T1Gd

8 lbp-3D-k glcm Imc1 3 T2

9 log-sigma-1-0-mm-3D firstorder
Kurtosis 3 T2

10 log-sigma-5-0-mm-3D firstorder
Skewness 3 T2

11 wavelet-HLH glszm SmallArea
Emphasis 3 T2

12 wavelet-HLH glcm Correlation 3 T1
∗ Represents the number of times a feature is repeatedly appeared.

TABLE A.2: Significant radiomic features from five-fold
cross-validation in the tumor core volumes.

No. Feature name Times Modality

1 square firstorder Skewness 5 T2(3)∗, FLAIR(2)∗

2 wavelet-LHL glcm Correlation 5 T1Gd

3 exponential glrlm ShortRunLow
GrayLevelEmphasis 4 FLAIR

4 wavelet-LHL gldm LargeDepend
enceHighGrayLevelEmphasis 4 T2

5 wavelet-LLH glcm Correlation 4 T1Gd
6 exponential gldm DependenceVariance 4 T1Gd
7 lbp-2D firstorder Kurtosis 4 T2
8 lbp-3D-m1 firstorder Skewness 3 FLAIR
9 lbp-2D firstorder Mean 3 T1Gd(2)∗,T2(1) ∗
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